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The Principal Component Analysis (PCA)[2,3] is a technique to reduce the

dimensionality of a data set in which there is a large number of interrelated

variables, while retaining as much as possible of the variation present in the data

set. Principal components are linear combinations of observed variables: the first

component extracts from the data the maximum amount of information and the

subsequent components optimize the remaining information under the constraint of

non-correlation with the other components. The eigenvectors of the correlation

matrix of input data determine the transformation matrix. In this context, the

analysis has been performed only on wind speed, finding its principal components

and using them also for direction. First, the correlation matrix and its eigenvalues

and eigenvectors have been calculated. The criteria used for choosing the number

of components are 3:

The case study consists in all wind farms

located in Sicily, whose total installed power

(IP) is 1746 MW. Hourly measured power

data were provided for the period January

2011-December 2012. Wind data have

been forecasted using the model RAMS[1]

(initialized with the boundary conditions of

the ECMWF deterministic model) and then

extracted at 80 m a.g.l., for 89 points inside

the island, as shown in Figure 1 (the

horizontal grid spacing is equal to 20 km).
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The purpose of this work is to predict the power produced by all the wind farms

located over the entire area of Sicily island (one of the Italian market regions). The

study has been conducted for a two-year period, considering hourly data of the

aggregated wind power output of the island. For each day of the study and for the

time horizons from 0 to 72 hours ahead, wind fields have been forecasted using a

mesoscale meteorological model (RAMS) and ECMWF determinist forecast fields

as boundary conditions. A Principal Component Analysis (PCA) has been applied

on wind speed and wind direction data extracted at 50 m above ground on the

model grid points inside the Sicily territory.

A Neural Network (NN) has been then used as post processing technique of the

PCA output to obtain the final wind power forecast. The input of the NN, for every

forecast lead time, are the final forecast data of wind speed and direction after the

PCA application. The NN has been trained both with the PCA output and the power

measurements on the first year of the analyzed period. For sake of comparison an

alternative approach, applying NN directly on RAMS output (without PCA), has

been adopted too. The study shows that the PCA introduction leads to better

results in terms of RMSE, MAE and BIAS and to a lower computational time.

Figure 1. Points of the island  considered for the 

power  forecast.

Figure 2. Scree Plot of the first ten components

Forecast evaluation

A Model Output Statistics (MOS)

technique based on the use of a

feed-forward NN[5] has been applied,

using wind speed and direction found

after the PCA as input and measured

power as output. The NN has been

trained on the year 2011 data and

then applied on the year 2012 (test

period) to test the use of different

number of components. The results

have been compared with an

approach that applies NN directly on

the RAMS output without doing the

After the analysis, it has been assessed that the optimal number N of main

components should be between 3 and 6. It is now possible to obtain the transformed

(final) data of wind speed and direction from the original forecast data of wind speed

and direction as follows:

Kaiser rule: taking only those components that

have an eigenvalue greater than one. In this

application there are 6 eigenvalues greater than

one.

Do a ‘Scree Plot’[3]. The number of principal

components is the number of components

correspondent to the change of slope in the

Scree plot (Figure 2).

Figure 8. MAE and RMSE normalized 

by IP as a function of forecast 

lead time. 

The use of Principal Component Analysis (PCA) together with Neural Network (NN)

has demonstrated to be a useful way to forecast the total power produced by all

wind farms on a large area (Sicily) with a total installed power of 1746 MW (IP). The

PCA allows the dimension reduction of large data set (as those coming from a

meteorological model grid) used as input to the NN. The main benefits from the

PCA application are both a reduction of computational time and a simplification of

the NN structure with less neurons. In terms of performance indexes the PCA+NN

configuration outperforms the NN alone one.

Figure 7. Scatter plot of measured 

series VS forecasted series.
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Figure 4. Histogram of the statistical indexes RMSE and MAE 

normalized by IP for the 3 forecast configurations. 

Taking only those components

that represent the 80%-90% of

the total variance. The

command “princomp()” of the

statistic software R[4] returns

Figure 3 (here only the first 20

components are shown).
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Figure 3. Cumulative proportion of the first twenty components. 

Figure 5. Histogram of the statistical index correlation for 

the 3 forecast configurations. 

PCA (No PCA). Statistical indexes have been used as performance evaluation. The

best performance is obtained with 4 principal components (4 P.C.). The use of PCA

plus NN outperforms the forecast configuration with NN alone. After this first test,

others NN configurations have been tested. A recursive approach (multiple NN

training as new parts of the test period are added to the training data set) with 10

neurons results as the best one (4 P.C rec NN), as shown in the following figures.

Figure 6. Histogram of the statistical index BIAS 

normalized by IP for the 3 forecast configurations. 


